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ABSTRACT
While previous studies of Conversational Agents (e.g. Siri,

Google Assistant, Alexa and Cortana) have focused on eval-

uating usability and exploring capabilities of these systems,

little work has examined users’ affective experiences. In this

paper we present a survey study with 171 participants to

examine CA users’ affective experiences. Specifically, we

present four major usage scenarios, users’ affective responses

in these scenarios, and the factors which influenced the affec-

tive responses. We found that users’ overall experience was

positive with interest being the most salient positive emo-

tion. Affective responses differed depending on the scenarios.

Both pragmatic and hedonic qualities influenced affect. The

factors underlying pragmatic quality are: helpfulness, proac-

tivity, fluidity, seamlessness and responsiveness. The factors

underlying hedonic quality are: comfort in human-machine

conversation, pride of using cutting-edge technology, fun

during use, perception of having a human-like assistant, con-

cern about privacy and fear of causing distraction.

CCS CONCEPTS
•Human-centered computing→Human computer in-

teraction (HCI).
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1 INTRODUCTION
Conversational Agents (CAs) have been widely discussed

since the beginning of this century. At that point, much of

the research was around creating and evaluating human-like

conversations with machines [5–7, 49]. This helped inform

howCAsmight be designed for wide scale use. In the past few

years, CAs have become more ubiquitous. They have become

widely available on smart phones (e.g. Apple Siri, Google

Assistant), and are increasingly integrated into homes (e.g.

Amazon Echo and Google Home) and cars (e.g. Google As-

sistant integration with Hyundai). Consequently, research

has shifted to focus on how CAs can and will fundamentally

contribute to many of our daily interactions. Examples of

such research include explorations of how CAs can be used

in healthcare and problem solving [18, 41, 43, 45]. With CA

use now more common for the average person in everyday

life, more research is needed to understand the experiences

that users are having.

Recent research has investigated users’ experiences with

CAs focusing on system capabilities and gaps between users’

expectations contrasted with their actual experiences [33,

37, 53], which lends itself to understanding user satisfaction.

Other work has evaluated user satisfaction in the context

of specific tasks, e.g. searching for information [1, 30, 50],

food tracking [19], or design [48]. The experience explored

in these studies is typically one of usability. In addition, these

studies are often conducted as lab experiments, which can

limit generalisability to real life scenarios [30, 50]. There re-

mains relatively little work about understanding the affective

responses towards conversational agents in real world situa-

tions. The most relevant work has been found in [9, 29, 42],

where the authors propose the focus on affective capabil-

ities of CAs such as how to take into consideration users’

emotions. However, a deeper investigation of affective expe-

riences in real world scenarios is still missing.

Emotions are at the heart of human experience [15]. In

this paper, we argue that understanding users’ affective ex-

perience is crucial to designing compelling CAs. This helps
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designers and engineers understand affective responses so

they can reinforce the factors that people enjoy and mitigate

the factors preventing positive experiences. As we will argue

in the paper, the affective responses to a conversational agent

are often as important as many of the functional evaluations

that users make of CAs. The focus on affect is consistent

with creating and enjoying a human-like interaction with

digital entities, which is the ultimate goal of designing CAs.

The present study contributes new understanding of af-

fective experiences with conversational agents and of the

effects of perceived hedonic and pragmatic qualities of the

agents on affective responses. The following research ques-

tions were asked to achieve this aim:

RQ1: What experiences do users have with CAs?

RQ2: What are the affective responses to these experiences?

RQ3: What product qualities influence affective experiences

and how?

2 BACKGROUND
Conversational Agents
Within the literature, the term CA is often used interchange-

ably with Personal Assistant, Virtual Assistant, Intelligent

Assistant, or Digital Assistant. Despite different names, CAs

are consistently interpreted as applications, which provide

assistance to the user by “answering questions in natural lan-
guage, making recommendations, and performing actions” [2].
Among the many features distinguishing CAs from tradi-

tional applications, two major ones are the voice interface

and the dialogue system, which is usually referred to as

conversation [10]. Often such voice-enabled conversation

requires an automatic speech recogniser to transcribe users’

voice as input and convey information to the user either

through text or voice output [17]. Existing CAs (e.g. Siri or

Google Assistant) also integrate with the Graphical User

Interface (GUI) in order to provide users with rich and inter-

active content. Derived from the notion of “virtual assistant”

[39], the primary goals of CAs are often to assist users in

real time and understand the knowledge of the users over

time to offer better support [10].

Previous research has argued that the conversational in-

terface has advantages over a traditional GUI by having a

more human-like interaction [35], and by easing complex

tasks with filtered information [4]. These advantages give

CAs great potential to expand their applications in various

life domains and contribute to many of our daily experiences.

Within the HCI community, there has been a growing

interest in people’s experiences with CAs [9, 10, 33]. One

stream of research has focused on identifying important

issues for CAs design and guiding directions for future re-

search. For example, Cohen et al. in [9] have outlined four

requirements for future generations of conversational agents,

including CAs being able to recognise users’ attentions, ac-

tively fulfil those attentions, collaborate with people or other

assistants and engage in the conversations. Another stream

of research has focused on understanding user needs and

evaluating user satisfaction [31, 33, 35, 37, 53]. For example,

Zamora in [53] has identified the need for “high performing,
smart, seamless and personal” agents. The reality of current

agents, however, does not live up to these expectations, as

for example Luger and Sellen indicated that there is still a

“gulf between user expectation and experience”[33]. A third

stream of research has focused on studying CAs in specific

domains such as complex searches [1, 30, 50], food tracking

[19], and personas in design [48]. These studies have shown

that it is promising to use CAs in novel scenarios. For ex-

ample, Graf et al. showed that users rated the experience

of food tracking by means of bots higher than that through

common applications [19]. Similarly, Vtyurina et al. observed

that users were glad to use conversational agents for com-

plex searches as long as their expectations for accuracy were

satisfied [50]. These studies have also highlighted the need

to further investigate the use of CAs in different scenarios.

The experiences explored in previous studies are typi-

cally usability-oriented. There is relatively little work on

understanding the affective responses towards conversa-

tional agents. The most relevant work is reported in [9, 42]

where the affective capabilities of CAs are proposed to be

as important as practical capabilities. For example, study

[42] examines the relationship between the personification

and sociability of Alexa and their effect on user satisfaction.

They have found that personification predicts a higher level

of sociability, and that sociability is positively related with

user satisfaction. Cohen et al. in [9] have proposed impor-

tant emotion-related issues to be addressed in the design of

future CA such as how a CA should track user emotions and

react to them. The above studies have contributed to a better

understanding of the affective capabilities of CAs and the

influence of such capabilities on user satisfaction. However,

the literature still shows no large-scale examination of users’

affective experiences with CAs in their daily lives.

Affective Experiences
It has been argued that user experience should go beyond the

task-oriented approach of traditional HCI and focus on hedo-

nic aspects such as fun and pleasure [25]. The importance of

affective experience is also seen in various User Experience

(UX) models and frameworks such as Don Norman’s emo-

tional design [38], Jordan’s four levels of pleasures [28] and

Hassenzahl’s experience design framework [21]. Inevitably,

emotions are at the heart of human experience and thus the

hedonic aspects of UX are the keys to creating delightful and

compelling experiences with CAs. Affective experience is
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often evaluated by capturing people’s emotional responses,

which can, for example, be assessed using the Positive Af-

fect Negative Affect Schedule (PANAS) [51]. This widely

used and validated scale provides rich affective information

including the nuances of positive and negative affect.

A holistic understanding of UX requires the enrichment

of traditional quality morals with non-utilitarian concepts,

resulting in two types of product quality, i.e. pragmatic and

hedonic [20]. As described in [20], pragmatic qualities are re-

lated to the functionality and usability of the system, which

often fulfil users’ behavioural goals, whereas hedonic qual-

ities are related to non-instrumental qualities such as aes-

thetics, innovativeness or originality, which often emphasise

users’ psychological well-being. As shown in [23, 26, 36],

pragmatic and hedonic qualities can be assessed using the

AttrakDiff questionnaire [24].

Informed by this literature, we have adopted the above

methods to study the affective experiences of CAs. Specifi-

cally we used the PANAS scale [51] and AttrakDiff question-

naire [24] to measure affective experiences and the perceived

pragmatic and hedonic qualities.

3 METHODS
To answer the research questions, a survey study was de-

signed to collect data on: 1) user experiences with CAs; 2)

affective responses; and 3) perceived product qualities.

User experienceswith CAswere collected using the critical

incident method, which requires users to report an experi-

ence that they have had [14]. This method has been widely

adopted in studies such as [13, 23, 26, 34, 36, 46, 47] to collect

user experiences. In these studies, participants were asked

to recall and report an experience. This is usually followed

by a list of open-ended questions asking for more details of

the reported experience. As this method is often effective in

capturing rich information about an experience such as con-

textual information [13, 14], it is usually employed in studies

which aim to collect and analyse real life user experiences.

Affective responses were measured using the PANAS scale

[51]. In the literature, this scale is often used together with

the critical incident method to assess affective responses of

a recent experience. For example, in the study of human

psychological needs in satisfying events, Sheldon et al. [46]

asked participants to report on a recent, satisfying life event,

and to rate the event using the PANAS scale indicating “the
extent to which they felt each of the different moods during
the event”. Similarly, this approach has been shown effective

in examining user experience with interactive technologies

[23, 26, 34, 36]. For example in study [26], Hassenzahl et

al. firstly asked participants to recall and report a recent

experience with an interactive technology such as computer

or smartphone, and then they asked participants to relive the

experience and rate it on a series of scales including PANAS.

Perceived product qualities were measured using the At-

trakDiff questionnaire [24]. This questionnaire measures

three types of product qualities, namely pragmatic quality,

hedonic quality and the overall appeal. Similar to the PANAS

scale, this questionnaire is also often used together with

critical incident method. For example in studies [23, 26, 36]

examining technology-involved user experiences, the At-

trakDiff scale was used together with the critical incident

method to measure the pragmatic and hedonic qualities of

products.

A survey method was adopted to collect the data men-

tioned above, as it allowed us to gain a broad overview of

user experiences and quickly gain insights into the state of

current practice. The survey was conducted across June and

July 2017 using the Qualtrics platform and distributed using

two participant recruitment services: Amazon Mechanical

Turk and CrowdFlower.

In the study design we identified two main requirements.

First, the main interest was in examining affective expe-

riences with CAs and thus we did not want to introduce

variations in application into the analysis. For example, it is

known that CAs have different strengths across applications.

Alexa for instance may support better shopping experience

on Amazon. Siri for instance may provide better support on

iOS. Because of this, we decided to focus on one CA only

in this study. Second, we were interested in accounting for

the ubiquitous experiences that users increasingly have with

CAs and thus we wanted to have a CA which was accessi-

ble through multiple types of devices. The Google Assistant

(GA) was considered suitable to address these requirements

because it was accessible through multiple types of devices

and in various contexts. For example, it was available on

both smartphones and home devices such as Google Home.

It could also be used on other devices such as smartwatch or

through in-car systems. Other CAs, however, did not provide

such various access devices. For example, Alexa was often

used on home devices without stand-alone smartphone ap-

plication. As a result, our recruitment criteria consisted of

having had recent experience of using the GA through any

of its access devices.

Survey Design
The first section of the survey introduced the study to the

participants. The second section contained a series of open-

ended questions asking participants about themost recent ex-

perience with the GA. We explicitly made participants aware

that the experience could be positive, negative or neutral. Par-

ticipants first described their experience and then answered

questions regarding specific details, such as the device they

used, the social and situational context, and the factors users

enjoyed or were challenged by while using the GA. The third

section assessed users’ affective responses using the PANAS
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scale [51] with 10 positive affect descriptors and 10 negative

descriptors. On a scale from 1 (not at all) to 5 (extremely),

participants were asked to indicate to what extent they expe-

rienced a particular emotion. The fourth section evaluated

the perceived qualities of the GA using the abridged version

of the AttrakDiff2 questionnaire [24]. It consists of 10 items

in the form of semantic differential scale (from -3 to 3), includ-

ing confusing-structured, impractical-practical, unpredictable-
predictable, and complicated-simple for the pragmatic quality,

dull-captivating, tacky-stylish, cheap-premium, unimaginative-
creative for the hedonic quality, and good-bad and beautiful-
ugly for the overall attraction. The fifth section collected

participants’ demographic data, and the duration and fre-

quency of using the GA.

4 DATA ANALYSIS
Cleaning and Preparation
A total of 210 individuals participated in the survey. Given

that some reported experiences did not provide sufficient

information we had to clean the data. Insufficient descrip-

tions included those that were very short, abstract or general.

For example, one participant described “I am happy to try”.
This response was excluded as it gave little information for

analysis. After this process, 178 valid responses were left.

We further assessed the data according to which device

was used in the interaction. In some cases, participants re-

ported more than one device being used. This may have hap-

pened because some interactions relied on multiple devices.

For instance, users sometimes needed to use a smartphone

application to use Google Home. In these cases, we coded

the device according to the primary device used to access the

GA. Other times, participants chose more than one device as

they possibly ticked all the devices that they used in the past.

To tackle this issue, we examined the reported experience to

identify the primary device used in that report. We dropped

the data entries from which we could not identify the device.

After this process, we were left with 171 valid responses.

Table 1 summarises participants’ information. In this study,

we collected both quantitative and qualitative data. The fol-

lowing analysis is based on the cleaned data.

Quantitative Analysis
Quantitative data were collected on users’ affective responses

and the perceived qualities of the GA.

We calculated the positive affect (PA) and negative affect

(NA) value by averaging the responses to the 10 associated

descriptors on the PANAS scale [51]. Internal consistency

for PA and NA were at the excellent level (Cronbach’s α of

.90 for PA and .94 for NA). Besides the two factor distinction,

PA can be further partitioned into three components: joy

Table 1: Participant Information

Age Average 29.7 (SD=9.4)

Gender 73% male; 27% female

Nationality 70% the Americas; 16% Europe; 12%

Asia; 2% Africa

Education 19% postgraduate; 71% undergraduate;

10% high school

Duration of use 50% > 12months; 40% 1-12months; 10%

< 1 month

Frequency of

use in past week

19% > 7 times; 21% 4-7 times; 53% 1-3

times; 7% none

(excited, proud, enthusiastic), interest (interested, strong, deter-
mined) and activation (active, inspired, alert, attentive) [12].
Based on this partition, we calculated the values for joy, in-

terest, and activation by averaging the respective descriptors.

Internal consistency was satisfactory again (Cronbach’s α =

.83; .72; .76 respectively). To examine the nuances of positive

affect, we decided to include these three components into our

further analysis. To decide whether negative affect needed

partitioning, we conducted a principal component analysis.

Our results did not suggest the need for further partitioning,

which is consistent with the work of Hassenzahl et al. [23].

Values of the pragmatic quality, hedonic quality and attrac-

tion were computed similarly, by averaging the scores of the

associated descriptors. Internal consistency was satisfactory

for all measures (Cronbach’s α = .74; .78; .93 respectively).

A Pearson Correlation Coefficient was further calculated to

assess the relationship between the perceived qualities and

affective responses.

Qualitative Analysis
Qualitative data were collected on users’ self-reported ex-

periences with the GA. We analysed the qualitative data

following the thematic analysis process outlined by Braun

and Clarke in [3]. The data were coded in terms of: 1) use

scenario (what was the GA used for); 2) context of use in-

cluding situational context and social context (where did the

experience happen; who was with the participant); 3) device

(which device was used to access the GA); 4) positive factors

(what factors contributed to positive affect); and 5) negative

factors (what factors contributed to negative affect).

The overall analysis was iterative. To start with, the first

author derived initial coding categories. Next, all authors met

to review the categorization, discuss specific data, and refine

the categorisation. Following the final classification, two

raters assessed a 10% random sample of the data to evaluate

the consistency of the final coding scheme. Krippendorff’s α

[32] and Cohen’s ϰ [8] were both calculated to validate the

inter-rater consistency for the coding categories. Inter-rater
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agreement was satisfactory to all categories (Krippendorff’s

α ranging from 0.69 to 1; Cohen’s ϰ ranging from 0.68 to

1). After the agreement was met, the remaining data were

coded by the first author based on the developed categories.

5 RESULTS
In this section, we present results in response to the three

research questions, i.e. users’ experiences with the GA, their

affective responses, and the product qualities that influence

users’ affective experiences.

User Experience
Scenarios of Use. The thematic analysis has shown four main

scenarios of use: S1) requesting basic information; S2) search-

ing for answers; S3) getting recommendations; and S4) ac-

cessing external services. While the first three scenarios are

all related to information searches, they differ in terms of

how users asked their questions, what they expected from

the response, and whether there were follow-up interactions.

They also differ in terms of the context of use such as the

access device or location.

S1: Requesting Basic Information: In this scenario par-

ticipants used the GA to request basic information. For ex-

ample, participants used the GA to “ask for weather”, “find
locations”, check “news” or “sports updates”, and search for a

“player’s name”, “information about a band”, the “population
of a city” and the “definition of a slang term”.

The requested information was often a specific fact, and

users were generally clear about the information they needed

and how to ask for it. It was also easy for users to assess the

relevance of answers. As a result, users usually received the

expected answers without having to ask follow-up queries.

Our data showed that participants expected an accurate

output. Moreover, participants enjoyed the experience when

the GA proactively provided relevant information without

being explicitly asked, for example, a participant stated “I
was getting ready for work . . . I pulled up the Google Assistant
and wished it good morning. In response, it wished me a good
morning too. Then it proceeded to tell me the weather, give me
details about my commute and play the news program that I
had set up. I enjoyed the fact that it gave me all the information
that I wanted without me having to pull up a dozen different
apps. I can just say ‘good morning’ and it tells me all that
information while I’m getting dressed” (P81).
In this scenario the response was typically presented as

text extracts sometimes with images or web-links when nec-

essary. We found that reading out the answers was generally

preferred by participants, for example, “I like making it read
news to me when I was tired of reading texts” (P59). However,
it was notable that if the answers were not accurate enough,

the reading-out feature could cause dissatisfaction. For exam-

ple, a participant who was looking up information about a

city’s population reported: “I used a voice command to access
it . . . Of course, the first search result was a Wikipedia excerpt
and it started to read it aloud. However, population was not in
this excerpt. It was a bit annoying, so I had to open Wikipedia
page and looked for it myself ” (P126).

S2: Searching for Answers: In this scenario participants

used the GA to search for answers, which involved more

complex information than the previous scenario and may

require further processing of the search results. For example,

a participant used the GA to learn about a plant: “finding out
the uses of a seed produced by a tree . . . and how can I turn
it into a very good benefit for my home” (P3), and another to

learn about an astronomical event: “looking up information
about the recent eclipse of the sun . . . the interaction was very
positive. It was suggesting what I may be interested in and this
made my study fun” (P109).
The requested information was more complex than facts

and often required the user to assess its relevance by making

judgments regarding inputs and search results. At times

participants needed to alter the search query to receive better

results, or to make follow-up queries.

Our data showed that to solve their problems participants

expected an output that was useful. For example, one partici-

pant said, “[the GA] gave me a useful response. I was satisfied”
(P102). Moreover, participants enjoyed it when the GA sug-

gested relevant links for follow-up queries. For example, in

the instance mentioned earlier where the participant was

learning about the solar eclipse, he stated “[the GA] was sug-
gesting what I may be interested in”, and “this made my study
fun” (P109).

In this scenario the response often involved the provision

of links to webpages, images or videos. Hence, it was usually

difficult for the GA to read out the answers directly.

S3: Getting Recommendations: In this scenario, partic-

ipants used the GA to get recommendations on places to eat

or visit. For example, participants asked for nearby locations

such as the “nearest restaurants” (P11) or places with refined

requirements “a restaurant which serves Italian dishes near
my location” (P91). Other times, participants asked for travel

advice: “when travelling to a new place I ask the GA for place
recommendations” (P68).

The requested information was often a list of options satis-

fying users’ requirements. Users then evaluated the options

to make a decision. Therefore, there were follow-up actions,

such as viewing restaurant details, calling for enquiries, mak-

ing reservations, or getting directions to the place.

Our data showed that participants expected the output

to include as much information as possible on the recom-

mended places, for example, open hours, telephone or price.

Such information was used to help them make decisions or

with future actions. For example, a participant (P141) who

“asked for a Thai restaurant” with the intention to “order some
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takeout” was expecting a contact number or order link from

the response. Another participant shared an experience in

which she was satisfied with the recommendation because

she received the information she needed: “I used it to find a
coffee shop ... got all the information including price list very
simply” (P164).
In this scenario the response was often presented as a

combination of text, images and sometimes locations.

S4: Accessing External Services: In this scenario, par-

ticipants used the GA to access external services including

home devices (e.g. interacting with lighting and TV), tele-

phone services (e.g. making or receiving calls), media ser-

vices (e.g. playing music), and personal task applications (e.g.

checking calendar, reminders, and email).

Differently from the previous three scenarios, users’ fo-

cus was more on interaction with the services rather than

conversation with the assistant. For example, “I was in the
bathroom and heard my phone’s notification sound. When I
came out (with) my hands wet, I said ‘OK, Google. Open What-
sApp’ and boom! . . . It was very handy.” (P8) In this example,

the GA was used to launch WhatsApp, and there was no

further conversation between the GA and the user.

Unlike the previous scenarios, the output was often exter-

nal services responding to the user. In this scenario partici-

pants expected accurate and efficient execution of the com-

mand. For example, a participant stated “this system seems
wonderful to me because I can interact with my electronic
devices almost immediately” (P6).

Context of Use. Contextual information about the four sce-

narios including the device used, the location of use and the

social context is summarised in Figure 1. Smartphone was

the dominant device used across all four scenarios. Google

Home also had a considerable role in the study. It was used

most frequently when Accessing External Services (30%) and
least frequently whenGetting Recommendations (10%). Smart-

watch was not commonly used by participants, and most of

its use happened when Accessing External Services.
The two dominant locations of use were the home and in

transit. When Requesting Basic Information, the home and

in transit took the majority of the cases. Whereas, in the

other three scenarios, the workplace and public places ap-

peared commonly as well. In particular, when Searching for
Answers and Getting Recommendations, a substantial number

of experiences happened at public places (17.5%). Finally, a

conspicuous number of experiences in the last three scenar-

ios happened in the workplace (10%).

The social context was rather similar in the four scenarios.

Participants used the GA predominantly alone, followed

by uses in the presence of family members and lastly with

friends or colleagues.

Figure 1: Context of Use Across Four Scenarios

Affective Responses
Participants’ affective responses are shown in Table 2. The

results showed that the overall positive affect was above

3 (moderately experienced), whereas the overall negative

affect was lower than 2 (experienced a little). Interest was

found to be the main contributor to positive affect, followed

by joy and activation.

To test whether positive and negative affect were corre-

lated with each other, e.g. if they were at the opposite poles of

the same dimension, we performed the Pearson Correlation

Coefficient calculation. The results showed no relationship

between the two (r=0.07, p=.38). Therefore, positive and neg-

ative affect were found to be independent in our data, and

were considered separately.

Table 2: Overall Evaluation of Affective Experience

Affect Mean (SD) Cronbach’s α

Positive Affect 3.27 (0.93) .90

Interest 3.38 (0.99) .72

Joy 3.25 (1.14) .83

Activation 3.12 (0.97) .76

Negative Affect 1.80 (0.90) .94

To investigate if the GA triggered different affective re-

sponses depending on the scenario, the five affect evaluators

were calculated for each scenario. A normality test showed

that the data were not all normally distributed. Therefore

Kruskal-Wallis test was conducted. The results showed that

there was a statistically significant difference for PA, interest

and joy across the four scenarios (χ2(3,122)=8.18, p=0.042;

χ2(3,122)=8.32, p=0.039; χ2(3,122)=8.40, p=0.038 respectively),

see Figure 2. The difference for activation and NA was, in-

stead, found not to be statistically significant.

Following this, Mann-Whitney U tests were conducted to

compare the differences of PA between pairs of scenarios.

Significant difference was found between S1 and S2 (p=.02)

and S1 and S4 (p=.03). This showed that Requesting Basic
Information received significantly lower positive affect than
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Searching for Answers and Accessing External Services. No
significant difference was found between the other pairs.

The same tests were conducted for interest and joy. Sig-

nificant difference was found between S1 and S2 (p=.02) and

S2 and S3 (p=.03) for interest; and between S1 and S4 (p=.01)

for joy. This showed that participants engaged in Searching
for Answers experienced more interest than those engaged in

Requesting Basic Information and Getting Recommendations,
and that participants experienced more joy when engaged in

Accessing External Services than in Requesting Basic Informa-
tion. No significant difference was found between the other

pairs.

Figure 2: Affective Responses in the Four Scenarios

ProductQualities and Affect
Evaluation of product qualities showed that the overall at-

traction of the GA was rated the highest (M=1.66, SD=1.33)

followed by the pragmatic quality (M=1.49, SD=0.98) and the

hedonic quality (M=1.23, SD=1.22).

To test whether the evaluation of product qualities had

effects on the affective responses, Pearson’s r was calculated,

see Table 3. According to the interpretation of correlation r

[27], PA was positively correlated with all product qualities;

NA was negatively correlated with all qualities except for the

hedonic quality. This meant that on the one hand, increas-

ing both the hedonic and pragmatic qualities could increase

users’ positive affect. Interestingly, the effect of the hedonic

quality was higher than that of the pragmatic quality. On

the other hand, among the two, only the pragmatic quality

was found to significantly influence negative affect.

Table 3: Correlation Between Product Qualities and Affect

Product Quality Positive Affect Negative Affect

Hedonic .47 * -.07

Pragmatic .32 * -.42 *

Attraction .28 * -.35 *

* p < .001

In the next section, we elaborate on the product quali-

ties by presenting the underlying factors identified from the

thematic analysis.

Factors Underlying PragmaticQualities
Quality of the response content. The factors identified are

helpfulness and proactivity.
Helpfulness, used here as an umbrella term, refers to the

response being accurate, helpful or useful depending on the

scenarios. For example, when Requesting Basic Information,
participants used the term “accurate” to describe the response
obtained. Whereas when Searching for Answers, participants
used terms such as “useful” or “helpful” to describe how well

the GA solved their problems. When Getting Recommenda-
tions participants used both “accurate” and “helpful” without
a clear frequency difference between them. In addition, when

Accessing External Services, participants appreciated how ac-

curately the GA understood a command and how well the

command was executed. For example, “I enjoyed how accu-
rately it understood me and executed the task” (P150).

Inaccurate or irrelevant answers were found to cause neg-

ative experiences. For instance, a participant stated “I asked
it to help me find a location on a map. Results were not what I
asked for so I was a little frustrated” (P92).
Proactivity, that is predicting and responding to users’

queries, was identified in the first three scenarios only. This

may be because in these scenarios users regarded the GA

as a smart search engine and thus expected more informa-

tion. Proactivity was often realised by delivering additional

information (i.e. information not directly requested) to the

users. Such additional information was, however, expected

to differ across the scenarios.

In S1: Requesting Basic Information, the additional informa-

tion was typically offered based on contextual information

and the results were not necessarily on the same topic. For

example the participant getting ready for work said “Good
morning” and was returned information about the “weather”,
the daily “commute”, and the “news”. These results were all
relevant to the specific context of getting ready for work in

the morning, but they covered diverse topics. In S2: Searching
for Answers, additional information was typically provided

on the same topic and was generated based on the search

query. For example the participant who studied the solar

eclipse was offered suggestions relevant to his subject of

interest. In S3: Getting Recommendations, additional informa-

tion was expected to be directly linked to the search results,

for example, restaurant details such as price or reservation

links. Generating such information may require the integra-

tion of results from different sources.

Quality of the interaction. The factors identified are: fluidity,
i.e. maintaining a continuous voice interaction; seamlessness,
i.e. integrating with external services; and responsiveness, i.e.
shortening the time to obtain a response.

When fluid interaction was broken, a negative experience

was likely to happen. For example, most of the frustration
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happened when the assistant could not understand users.

This was often due to difficulty in recognising accent, lacking

certain languages, or limited capabilities to understand com-

plex sentences. Fluidity of interaction was often expected

in multi-tasking contexts especially where hands-free was a

must. It was also expected when the user was tired of “typing
or reading lengthy text”. In general, participants perceived

the interaction with GA as “easy to use”, “convenient”, “effort-
less”, “intuitive” and “simple”. However, if the conversation
was interrupted due to errors of voice interaction, negative

feelings occurred. A robust and reliable technology behind

voice interaction was shown to be the foundation for fluidity.

Seamless integration between the GA and external ser-

vices was often appreciated by users. For example, the par-

ticipants found the GA “helpful for things like adding events
to the calendar and even ask for an Uber car” (P118). Another
participant liked the GA because of the level of integration:

“I like it for its level of integration with all Google applications
and the general search service.” (P164)

Responsive interaction with the GA was valued as it was

perceived saving time. Participants expressed their apprecia-

tion for this quality using terms such as “so fast”, “saves time
and effort”, and “immediately”. For example, a participant

stated “this system seems wonderful . . . because I can interact
with my devices almost immediately” (P6). A fast response

was typically expected in all cases, but was especially appre-

ciated when participants were in a rush or in trouble, for

example, “while driving in my regular route, one important
road was blocked for some maintenance. [I] was not sure about
the alternative route . . . I thought got stuck in some mystery
place . . . the assistant said the way very perfectly along with
the time to reach home. I had a very positive experience with
this virtual assistant” (P89). Our data showed that delays in

the response were associated with negative affect. For exam-

ple, a participant reported getting annoyed when the system

was “slow in answering” (P78).

Factors Underlying HedonicQualities
Besides pragmatic qualities, our data also showed factors

relating to hedonic qualities. These factors are: 1) comfort

in human-machine conversation; 2) pride of using cutting-

edge technology; 3) fun during interaction; 4) perception of

having a human-like assistant; 5) concern about privacy; and

6) fear of causing distraction.

These factors usually do not directly affect the task at hand,

which is the key difference between pragmatic and hedonic

qualities. For example, errors during voice interaction may

interrupt the task, whereas, uncanny feelings such as “having
to speak louder than normal” (P100) were fine and did not

stop the task. However, the hedonic factors were shown to

influence how a user felt about the whole experience.

Lack of comfort was caused by the difference between a

conversation with a machine and with a real person. It may

be due to the way participants talked, for example, “having
to speak very clearly and loud” (P157), or the way participants
felt, for example, “talking to no one feels like talking to self ”
(P106) or “cannot forget that I am talking to a robot” (P29).
Lack of comfort also happened if the user was not familiar

with the GA, for example, “I used it at my sister’s house and it
felt weird. I was used to talking to Siri so it was very different.
I was uncomfortable because I wasn’t used to it” (P80).
For some participants, pride of using cutting-edge tech-

nology led to positive feelings. They expressed that using

the GA was like “experiencing the future” (P29). The feeling
of knowing, experiencing and learning new things made

the participants proud, for example, “I felt like I was modern.
Showing it to someone who had never used it before made me
feel like I know something that others don’t” (P158).
Besides saving time and being easy to interact with, the

GA was, at times, perceived as “fun to use” (P63) and a device
which “breaks boredom” (P21).

Furthermore, participants also expressed their connected-

ness to the GA, for example, “I felt well taken care of ” (P71).
In such cases, participants referred to the GA as a real person,

for example, “I feel someone is there to help me all the time. I
never feel alone” (P8), or that “I felt very positive, like I have a
personal assistant” (P95).
Besides these factors, a few participants mentioned their

concern for privacy, for example, “the truth makes me afraid
that Google knows every detail of our lives day by day” (P162).
Some other participants worried that interaction with the

GA may be a distraction to the task at hand, especially in the

multi-tasking contexts. For example, a participant mentioned

“I tried not to distract myself while driving” (P58) and admitted

not to like it.

6 DISCUSSION
This section discusses the main findings and the implications

for existing and future CAs. The implications are not specific

to a particular type of application, rather they are beneficial

for positive CA design in general. For example, they could

help designers better understand users’ expectations across

different scenarios and contexts, and therefore design for a

positive user experience. More details on the findings and

implications are discussed below.

User Experience
Scenario of use: more complex and diverse uses. Our study
has identified four primary scenarios, which commonly ap-

pear among GA users. Consistently with previous findings

[10, 33], the dominant scenario was shown to involve ba-

sic information requests such as weather updates or news.

Our data also showed new and emerging scenarios which
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have become more common such as making more complex

searches, getting place recommendations or accessing exter-

nal services. The growing use of GA in complex and diverse

scenarios may indicate that its reliability, familiarity and

trust have increased. For example, study [33] stated that

users were reluctant to use CAs for complex tasks or socially

sensitive tasks such as making calls or sending long emails,

and that users would not trust a CA in these circumstances.

In our data, however, phone calls were one of the major uses,

and users indicated enjoying the benefits brought by access

to external services.

Context of use: more ubiquitous uses. As Fischer et al. state
in [40], the use of CAs is expanding towards more social and

collaborative contexts. Because of this, in HCI and CSCW

it has been proposed to explore the use of CAs in everyday

real-life settings. In agreement with Fischer et al., our study

has shown growing ubiquity. Besides home and car being

the dominant locations of use, workplaces and public set-

tings such as street, park, or café have also been identified

as common use settings. Our findings showed that public

settings appear more frequently in scenarios where users

ask for recommendations, for example, asking for places to

eat or visit. Public settings also appeared frequently when

people used the GA to solve their problems through more

complex searches. The social context is expanding too, from

private settings towards social settings with family, friends

or colleagues being present. Our data have shown that about

half of the uses happened when users were alone; the other

half were with people around. In line with [9, 40], the ev-

idence that the social context is evolving sheds new light

on the diversity and ubiquity of GA use, and invites future

research to study conversations within multi-user settings.

Implications. In his experience design theory, Hassenzahl

has proposed that design should start with why (i.e. clari-

fying the needs and emotions involved in an experience),

and then proceed with what (i.e. functionality) and how (i.e.

ways to realise the functionality) [21]. The scenarios and

contexts identified in this research together with the asso-

ciated emotions can help designers understand the why of

CA experience. Specifically, designers could use the types of

scenarios and contexts emerged in this study to understand

the needs of users. For example, our findings have shown

that when Requesting Basic Information, users expect the
response to include additional information which could be

helpful for the activity that they are engaged in.

Affective Responses
Our findings showed that GA users experienced more pos-

itive than negative affect. This finding, however, disagrees

with results from previous studies [1, 33, 50], which stated

that a big gap existed between user expectations and the

practical realities of use, and that satisfaction was gener-

ally low. This contradiction may be explained in two ways.

First, CAs have significantly developed and improved. By

the time previous studies were conducted, the technology

investigated in this research was not as developed as it is

now. The present study (conducted in 2017) may have bene-

fited from a more reliable technology support, thus obtaining

more positive experiences. Second, users’ familiarity with

the GA has increased. Therefore, users are more aware of

what the agent can offer and what to expect from it.

Further study of the sub-components of positive affect has

shown that interest is the most salient emotion experienced

by participants, followed by joy and activation. This may

be explained by the emotional design theory [52] which

states that interest is stimulated by the appraisal of novelty-

complexity (“a product must be appraised as novel and/or
complex to be interesting”) and coping potential (“the degree to
which one appraises oneself to have sufficient skills, knowledge,
and resources to deal with an event”). In the context of the

present study, it is likely that the GA was considered as a

novel product, due to the young age of CAs in general. This

may also be because the natural language interaction has

made it so intuitive to use that the required coping skills are

generally low, and thus the coping potential is high. Novelty

as a motivation to use CAs has been found in recent research

[33]. For example, peoplewere found to use CAs because they

are curious, or they simply want to play with them. However,

it is worth to note that such novelty or curiositymay decrease

when people become more familiar with applications, thus

causing a loss of interest [52]. Such effect is already evidenced

in our data, as participants engaged in requests for basic

information received significantly lower interest than those

engaged in more complex searches.

Implications. Two approaches may be useful to maintain a

positive experience level. The first approach involves increas-

ing the complexity level of tasks, while keeping the coping

potential high, for example, by introducing challenging tasks.

This approach is grounded in the belief that increasing com-

plexity could stimulate interest [52]. This is also evident

in our finding that when Searching for Answers users ex-
perienced significantly higher level of interest than in the

other scenarios. The second approach consists of increasing

the level of joy and activation. This could for example be

achieved by introducing more playful interactions between

the product and the user [11, 16]. In our findings it was ob-

served that users experienced significantly higher level of

joy when they used the GA to access external services com-

pared to requesting information. This may indicate that joy

was elicited through the interactive experience with external

devices. Further, activation theory has shown that a certain

level of activation is necessary for effective functioning and
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that such activation can be stimulated by novelty, complexity,

variation and uncertainty [44].

Factors Influencing Affective Responses
The quantitative results have shown that increasing both

pragmatic and hedonic qualities could significantly improve

positive affect. This result is consistent with previous studies

[23], where a correlation between product qualities and posi-

tive affect is identified for interactive technologies. Previous

work has suggested that the design of interactive technolo-

gies could benefit from considering both pragmatic (task-

related aspects) and hedonic (task-unrelated aspects) quali-

ties [20]. This is because both aspects substantially contribute

to the overall appeal of a system [22]. Our findings show

that this suggestion is valid for the design of CAs as well.

Pragmatic and hedonic factors. With respect to the pragmatic

factors, Zamora found that users expect a high-performing,

smart and easy-to-use agent [53]. Our study showed that

the GA has met some of these expectations. For example,

high-performing was evidenced by the GA being helpful; and

easy-to-use evidenced by its interaction being fluid, seamless

and responsive. Proactivity of CAs has also been proposed

in the literature [9]. In particular, future CAs have been pro-

posed to be capable of recognising users attentions or goals

and actively responding to such attentions. Again, our study

has found such traits in the GA. However, more importantly,

our study contributes to the literature by validating the link

between these factors and affective responses. As shown in

our findings, these pragmatic-related factors would signif-

icantly contribute to positive affect if satisfied, but would

significantly cause negative affect if not. This suggests that

reinforcing such factors in design would improve users’ pos-

itive experiences and reduce negative ones.

Hedonic factors are less discussed in the CA literature com-

pared to pragmatic ones. In [9], it has been asked whether

and how a CA could recognise users’ emotions; and if users

can be in multiple emotional states simultaneously with

varying degree of intensity. Our study contributes to this

literature highlighting that users’ emotions may differ across

scenarios depending on the tasks that they perform and the

contexts that they are in. Our findings also showed that mul-

tiple emotions could coexist with different intensity levels.

Not only different types of positive emotions may coexist,

but also positive and negative emotions could be present

simultaneously. More importantly, our study contributes to

the literature by validating the link between these factors

and affective responses. As shown in our findings, hedonic-

related factors such as comfort, pride and fun during use, or

the perception of having a real assistant can significantly con-

tribute to positive affect. Positive affect can also be improved

if concerns for privacy or distraction are reduced.

Implications. The identified pragmatic and hedonic factors

have the potential to be used as guidelines and benchmarks

in the design and evaluation of experiences with CAs. Specif-

ically, to provide helpful and proactive answers designers

could offer additional information or links to help users pro-

ceed with their activities. To deliver fluid interactions design-

ers could focus on enabling robust voice interaction as this

can help reduce frustration due to weak comprehension. To

seamlessly integrate CAs with external services, designers

could anticipate users’ preferences for external services and

launch them accordingly. To increase the responsiveness of

CAs designers could attempt to address the waiting time,

for example, by explaining to users why an answer cannot

be delivered immediately. With respect to hedonic factors,

to reduce discomfort when talking to an agent designers

could introduce onboarding processes or tutorials, for exam-

ple, educating users that they do not need to speak loud or

slow with agents. To introduce fun interactions designers

could create opportunities to break boredom or make tasks

more playful. To develop CAs with the traits of a human

assistant designers could design CAs with caring personali-

ties. Finally, to reduce concerns for privacy and distraction

designers could attempt to increase user trust.

Limitation
This study adopted the critical incident method to collect

users’ self-reported experiences. One limitation of this ap-

proach is that recalled memories may be inconsistent with

interactions observed in process. For the purpose of under-

standing the experiences of users this method is adequate

since we are primarily concernedwith subjective experiences

as reported by users. Additionally, the method is typically

criticised as participants may have not invested adequate

time in reporting rich information. This limitation was mit-

igated by asking more in-depth questions in the survey re-

quiring specific information about the reported experiences.

7 CONCLUSION
This study contributes to the literature on conversational

agents by extending our understanding of user’s affective

experiences with the GA. Specifically, we performed a quan-

titative evaluation of the affective responses and product

qualities. We also performed a qualitative analysis of users’

experiences with the GA describing four primary use scenar-

ios, and multiple factors behind the affective responses. We

found that the overall experience was positive with interest

being the dominant contributor followed by joy and activa-

tion. The GA has become more ubiquitous and compared to

previous findings is used in increasingly diverse scenarios

and contexts leading to different affective responses.
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